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Abstract

The MUSCL approach appeared 25 years ago. This extension of Godunov�s scheme increases its accuracy. In order

to restrict the amplitude of the gradients, it has been associated with nonlinear limiters (TVD conditions). Since then,

the MUSCL-TVD couple has been widely used and improved. Pursuing our work in [J. Comput. Phys. 170 (2001) 161],

where adaptive limiters have been considered, and in [Comput. Fluids 32 (2003) 1473], where a simple model preserving

pressure and velocity across contact discontinuities in reactive flows has been proposed, we develop an optimal limiter

for species convection. All these improvements are introduced in a one step scheme to simulate unsteady reactive flows

for a wide range of Mach number. For M � 1, the present algorithm has been applied to a 1D premixed and diffusion

flames and the results are compared with a DNS reactive code. The algorithm has also been validated on a 2D super-

sonic reactive flow concerning fuel break up and compared with high-order methods (ACM and wavelet filter schemes,

WENO, pseudospectral). A planar acoustic wave interacting with circular and spherical diffusion flames is also ana-

lyzed. From these various cases, we show that accurate results can be obtained by using a one step algorithm which

is definitely less expensive compared to multistage high-order schemes.

� 2004 Elsevier Inc. All rights reserved.
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1. Introduction

The simulation of unsteady flows where very stiff phenomena occur requires that the algorithms have

definite virtues. Particularly, when several reactive species are present in the flow, the strong gradients

appearing across the flame have to be captured properly. It is necessary to use a method that is able to
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follow the physical and chemical events with good accuracy and stability if the wavelike oscillatory behav-

ior has to be taken into account. This accuracy is also linked with the mesh refinement and consequently

with the number of grid points, therefore the approach has to be easily vectorizable, parallelizable and to

have a number of elementary operations as small as possible in order to have reasonable computational

costs. At the end, if shock waves exist in the flow or may be formed, it is judicious to apply a �shock cap-
turing scheme�.

In usual practices all these constraints are not always satisfied, and in general, schemes are:

� either low-order accurate (lower or equal to 2) in order to reduce computing costs and stabilize the

numerical solution,

� or high-order accurate associated with a computing cost and a risk of numerical oscillations appearance.

We propose here a method which combines low cost, good accuracy and stability. A one step algorithm
has the advantage in reducing the number of elementary operations and consequently to produce a reduc-

tion of the computational cost but does the numerical solution preserve sufficient accuracy? We are going to

attempt to answer to this question.

The hyperbolic terms of the Navier–Stokes equations are generally the most difficult parts to solve be-

cause of the presence of nonlinear terms. For these convective terms, adaptive limiters introduced in a

MUSCL procedure [1] have been proposed in [2,3]. Their compressive properties suitably balance the

diffusive effects of the flux splitting, such as for example AUSM+ splitting [4]. These adaptive limiters give

results comparable to that of precise schemes (ENO-family, Hermitian or pseudospectral schemes).
Let us consider the Euler equations for a binary mixture
Ut þ fx ¼ 0 with U ¼ ½q1; q2; qu; qE�
T

discretized with an explicit finite difference scheme on an uniform grid mesh xj = jDx, with a time step dt
defined as
dt ¼ Ccfl
Dx

Max
j

ðjuj þ aÞ ; ð1Þ
with 0 < Ccfl < 1 and a is the celerity of sound.

If we study directly the above-mentioned set of limiters on these equations, their good behavior is not

easy to explain because of the interconnection of several factors (equations system, nonlinear equations,

flux splitting, limiter expressions depending on local variations). But if we keep only one limiter and if

we assume that velocity, temperature and pressure are constant and that species have the same molecular
weight
u ¼ cst; T ¼ cst; p ¼ cst; W 1 ¼ W 2
it becomes possible to understand the behavior of the TVD-MUSCL schemes and the influence of the lim-

iter on the accuracy of the numerical solution. After this study on the hyperbolic part, we define a second

order accuracy criterion on dt associated with the solving of the diffusive terms of Navier–Stokes equations

and at last, 1D, 2D and 3D simulations are presented and compared (in 1D and 2D) with other approaches.
2. The convection equation

We consider a numerical approximation of the weak solution of the hyperbolic initial value problem

(where q = q1 = q2):
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qt þ fx ¼ 0;

f ¼ qu;

qðx; 0Þ ¼ q0ðxÞ;
u ¼ cst > 0:

ð2Þ
The equivalent equation may be put on a formal basis through the use of Taylor-series expansion. The Mth
order equivalent equation is given by
qt þ fx þ
Xm¼M�1

m¼0

ðDxmEðmÞ
x þ dtmEðmÞ

t Þ þOðDxM ; dtMÞ ¼ 0:
To have a Mth order truncation error, the difference representation of the spatial derivatives is chosen so
that the M first terms DxmEðmÞ

x and dtmEðmÞ
t of the expansion are cancelled:
qt þ fx þ
Xm¼M�1

m¼0

ðDxmEðmÞ
x|fflfflfflffl{zfflfflfflffl}

¼0

þ dtmEðmÞ
t|fflfflffl{zfflfflffl}

¼0

Þ þOðDxM ; dtMÞ ¼ 0:
There is another way to obtain a Mth order truncation error. It is enough to cancel the sum of the M first

terms of the expansion or at least it is enough that the sum of theM first terms is on the same order than the

truncation error:
qt þ fx þ
Xm¼M�1

m¼0

ðDxmEðmÞ
x þ dtmEðmÞ

t Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
¼OðDxM ;dtM Þ

þOðDxM ; dtMÞ ¼ 0:
From (1), dt = bDx (with b � 1) and we may rewrite
qt þ fx þ
Xm¼M�1

m¼0

Em|fflfflfflfflffl{zfflfflfflfflffl}
¼OðDxM Þ

þOðDxMÞ ¼ 0; ð3Þ
with Em ¼ DxmðEðmÞ
x þ bmEðmÞ

t Þ.

Definition 1. If k
Pm¼M�1

m¼0 Emk 6 kEMk, (3) is a Mth order approximation of (2).

Let qn
j ¼ qðxj; tnÞ; xj ¼ jDx; tn ¼ ndt denote a numerical approximation in conservation form. The

scheme that generalizes Godunov�s scheme and its second-order extension to any finite order of accuracy

can be written in standard conservation form
dqj

dt
þ DF n

Dx
¼

qnþ1
j � qn

j

dt
þ
F n

jþ1=2 � F n
j�1=2

Dx
¼ 0: ð4Þ
In the MUSCL approach, the numerical fluxes at tn and at ðjþ 1
2
ÞDx and at ðj� 1

2
ÞDx are expressed as
F n
jþ1=2 ¼ uqn

jþ1=2;

F n
j�1=2 ¼ uqn

j�1=2
with the presence of limiter u
qn
jþ1=2 ¼ qn

j þ
uðrjÞ
2

ðqn
jþ1 � qn

j Þ;

qn
j�1=2 ¼ qn

j�1 þ
uðrj�1Þ

2
ðqn

j � qn
j�1Þ

ð5Þ
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and the slope ratio
rj ¼
qn
j � qn

j�1

qn
jþ1 � qn

j
: ð6Þ
A fourth-order Taylor expansion of F n
jþ1=2 at node xj (where qx 6¼ 0 and r � 1) can be written as
F n
jþ1=2 ¼ f þ Dx

2
f 0qx þ

Dx2

8
½2ð1� 2u0Þf 0qxx þ f 00qxqx�

þ Dx3

8

2

3
f 0qxxx þ ð1� 2u0Þf 00qxqxx þ 2u00f 0 q

2
xx

qx
þ f 000

6
qxqxqx

� �
þOðDx4Þ ð7Þ
with u0 ¼ du
drðr ¼ 1Þ; u00 ¼ d2u

dr2 ðr ¼ 1Þ.
From Eq. (2), f 0 ¼ df

dq ¼ u; f 00 ¼ f 000 ¼ 0 and
F n
jþ1=2 ¼ f þ Dx

2
uqx þ

Dx2

4
ð1� 2u0Þuqxx þ

Dx3

4
u

1

3
qxxx þ u00 q

2
xx

qx

� �
þOðDx4Þ: ð8Þ
This expression is still intricate, particularly because of the last term u00q2xx
qx
, and in order to cancel it we

consider limiter
uðrj;x; jÞ ¼ 0 for rj < 0; ð9Þ

uðrj;x; jÞ ¼
1

2
½ð1� jÞminðrj;xÞ þ ð1þ jÞminð1;xrjÞ� for r P 0; ð10Þ
where x and j are parameters that verify
1 6 x 6
3� j
1� j

if rj > x ðrj largeÞ; ð11Þ

1 6 x 6
3� j
1þ j

if 0 6 rj < 1 and xrj < 1: ð12Þ
This expression is well known ([5] or [6] for instance). When j = 1/3, u is a third-order interpolation of
qn
jþ1=2 when rj is close to 1. With conditions (11) and (12), u lies in the TVD region defined by Sweby

[7]. u is a piecewise function formed from four linear functions (Fig. 1). The first derivative u
0
= cst on each

interval I1 ¼� �1; 0�; I2 ¼�0; 1x�; I3 ¼�1x;x� and I4 = ]x,1[ and the second derivative u
00
= 0 "rj. Therefore,

the numerical flux (8) has this simpler form
F n
jþ1=2 ¼ f þ Dx

2
uqx þ

Dx2

4
ð1� 2u0Þuqxx þ

Dx3

12
uqxxx þOðDx4Þ
when rj � 1, and it becomes relatively easy to study the equivalent equation.

But when the couple (rj � 1,rj) varies between ]�1,+1] · ]�1,+1] the analysis is more complicated.

Let
qnþ1
j ¼ Hðqn

j�kL
; . . . ; qn

jþkR
Þ

with kL = 0, 1, 2 and kR = 0,1. The function H may be expressed on a double entry table depending on the

slope ratio rj � 1 and rj (Fig. 2(a)). For instance, element H43 corresponds to rj P x and 1
x 6 rj�1 < x. For

these values of r, we have
qn
jþ1=2 ¼

ð3� jÞ � xð1� jÞ
4

qn
j þ

ð1þ jÞ þ xð1� jÞ
4

qn
jþ1;

qn
j�1=2 ¼

1þ j
4

qn
j þ

2� j
2

qn
j�1 �

1� j
4

qn
j�2
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Fig. 1. Limiter u with j = 1/3.
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and then, from (4)
H11

H12

H13

H14

H21

H22

H23

H24

H31

H32

H33

H34

H41

H42

H43

H44
qnþ1
j ¼ � c

4
ð1� jÞqn

j�2 þ
c
4
ð4� 2jÞqn

j�1 þ 1� c
4
½2� 2j� ð1� jÞx�

n o
qn
j �

c
4
½1þ jþ ð1� jÞx�qn

jþ1;
where c ¼ u dt
Dx ¼ Ccfl

uDx
MaxjðjujþaÞ, from (1). If the elements of H are written Hlk ¼ a�2qn

j�2þ
a�1qn

j�1 þ a0qn
j þ a1qn

jþ1 the expressions of ai for every Hlk can be summarized in the following table:
a�2 a�1 a0 a1
0 c 1 � c 0

�c
4
½1� jþ ð1þ jÞx� c

4
½5� jþ ð1þ jÞx� 1 � c 0

�c
4
ð1� jÞ c

2
ð2� jÞ 1� c

4
ð3� jÞ 0

0 c
4
½3� j� ð1� jÞx� 1� c

4
½3� j� ð1� jÞx� 0

0 c
4
½5� jþ ð1þ jÞx� 1� c

4
½5� jþ ð1þ jÞx� 0

�c
4
½1� jþ ð1þ jÞx� c

2
½3� jþ ð1þ jÞx� 1� c

4
½5� jþ ð1þ jÞx� 0

�c
4
½1� j� c

4
½5� 3jþ ð1þ jÞx� 1� c

4
½4� 2jþ ð1þ jÞx� 0

0 c
4
½4� 2jþ 2jx� 1� c

4
½4� 2jþ 2jx� 0

0 c
4
½5� j� 1� c

4
½4� 2j� �c

4
½1þ j�

�c
4
½1� jþ ð1þ jÞx� c

4
½6� 2jþ ð1þ jÞx� 1� c

4
½4� 2j� �c

4
½1þ j�

�c
4
½1� j� c

4
½5� 3j� 1� c

4
½3� 3j� �c

4
½1þ j�

0 c
4
½4� 2j� ð1� jÞx� 1� c

4
½3� 3j� ð1� jÞx� �c

4
½1þ j�

0 c 1� c
4
½3� j� ð1� jÞx� �c

4
½1þ jþ ð1� jÞx�

�c
4
½1� jþ ð1þ jÞx� c

4
½5� jþ ð1þ jÞx� 1� c

4
½3� j� ð1� jÞx� �c

4
½1þ jþ ð1� jÞx�

�c
4
½1� j� c

4
½4� 2j� 1� c

4
½2� 2j� ð1� jÞx� �c

4
½1þ jþ ð1� jÞx�

0 c
4
½3� j� ð1� jÞx� 1� c

4
½2� 2j� 2ð1� jÞx� �c

4
½1þ jþ ð1� jÞx�
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Fig. 2. Elements Hlk versus values of rj and rj � 1 and correspondence between elements Hlk and scheme stencil in function of the

variation of q around xj.
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Depending on the couple (rj � 1,rj), we have a two-point, three-point or four-point scheme (Fig. 2(b)).

The numerical flux is always consistent since "l,k
X1
i¼�2

ai ¼ 1:
If the error term in time of the discretization of
dqj
dt is introduced in the equivalent equation and if q(x,t) is

assumed to be a differentiable function of CM, the equivalent equation at node xj is written as
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qnþ1
j � qn

j

dt
þ
F n

jþ1=2 � F n
j�1=2

Dx
þ ¼ qt þ fx þ �A0

4
uqx

� �
|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}

E0

þ �Dx
8
uðA1 � 4cÞqxx

� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

E1

þ �Dx2

24
uðA2 þ 4c2Þqxxx

� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

E2

þ
Xm¼M

m¼3

Dxmð�Þ|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}Pm¼M

m¼3
Em

¼ 0: ð13Þ
Tables Am = Am(rj,rj � 1,x,j) with m = 0,1,2 are represented in Fig. 3 (where a = x � 1).
3. General case (qx 6¼ 0, qxx 6¼ 0, qxxx 6¼ 0)

We introduce the following properties.
3.1. First-order scheme

From Definition 1, we may write: the scheme is at least a first-order scheme if iE0i 6 iE1i.
With the L1-norm for example, this condition may be expressed as
Dx
2
ðA1 � 4cÞqxx

���� ����P jA0qxj:
If we replace the derivatives by their centered difference approximation we get
Dx
2
ðA1 � 4cÞ rcq

Dx2
þOðDx2Þ

� ����� ����P A0

Dcq
2Dx

þOðDx2Þ
� ����� ����
with rcq ¼ qn
jþ1 � 2qn

j þ qn
j�1 and Dcq ¼ qn

jþ1 � qn
j�1. If we only consider the O(1) terms we deduce:

Proposition 1. Eq. (4) is at least a first-order approximation of (2) if T1 = j(A1 � 4c)$cqj � |A0Dcq| P 0.

3.2. Second-order scheme

From Definition 1, we may write: the scheme is at least a second-order scheme if iE0 + E1i 6 iE2i.
If we introduce the centered difference approximation of qxxx, with the Ll-norm we may write
Dx2

24
ðA2 þ 4c2Þ �cq

2Dx3
þOðDx2Þ

� ����� ����� Dx
8
ðA1 � 4cÞ rcq

Dx2
þOðDx2Þ

� �
þ A0

4

Dcq
2Dx

þOðDx2Þ
� ����� ����P 0
with �cq ¼ qn
jþ2 � 2qn

jþ1 þ 2qn
j�1 � qn

j�2. If we only consider the O(1) terms, we deduce:

Proposition 2. Eq. (4) is at least a second-order approximation of (2) if
T 2 ¼
A2 þ 4c2

6
�cq

���� ����|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}T ð2Þ
2

ðx;jÞ

� jðA1 � 4cÞrcqþ A0Dcqj|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}T ð1Þ
2

ðx;jÞ
P 0: ð14Þ
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Fig. 3. Tables A0, A1 and A2.
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3.3. Third-order scheme

The scheme is at least a third-order scheme if iE0 + E1 + E2i 6 iE3i.
As a second-order time scheme is sufficient, we only take into account the space accuracy. If j = 1/3, the

scheme is a third-order scheme in space when (rj � 1, rj) 2 I3 · I3. This result is well known ([5] for instance)
and we adopt this value in the rest of this paper.
3.4. Minimization of lower-order error terms

During an interval of time [t1,t2], T2 may be negative for some values of t and the scheme is then at most

a first-order one. To minimize the lower error term, when T2 < 0, we introduce the following proposition:

Proposition 3. Let 0 6 n < Int½ðt2�t1Þ
dt �; m P 1 (n and m 2 N�) and t1 + (n + m)dt 6 t2, we define

X ¼
S

n½t1 þ ndt; t1 þ ðnþ mÞdt� such that for any t 2 X, T2(t) < 0 (at most a first-order scheme). Then there

exists a value of x such that T ðxÞ ¼
R
XjT

ð1Þ
2 ðx; j ¼ 1=3Þj dt is minimal.

This optimal value will be determined by a parametric study in a following section.
4. Particular cases

Several scenarii have to be considered. If at node xj

(1) qx = 0, qxx 6¼ 0 and qxxx = 0, the scheme is at least a first-order scheme,

(2) qx = 0, qxx 6¼ 0 and qxxx 6¼ 0, the scheme is at least a first-order scheme,

(3) qx 6¼ 0, qxx 6¼ 0 and qxxx = 0, the scheme is at least a first-order scheme if A0 ” 0,

(4) qx = 0, qxx = 0 and qxxx 6¼ 0, the scheme is at least a second-order scheme,

(5) qx 6¼ 0, qxx = 0 and qxxx 6¼ 0, the scheme is at least a second-order scheme if A0 ” 0,

(6) qx = 0, qxx = 0 and qxxx = 0, the scheme is at least a third-order scheme,

(7) qx 6¼ 0, qxx = 0 and qxxx = 0, the scheme is at least a third-order scheme if A0 ” 0,

A0 ” 0 at node xj

� for a monotone function (rj � 1 P 0 and rj P 0) if rj � 1 and rj lie in the same interval In(n = 1, . . . ,4) (ele-
ments 6, 11 and 16 of Fig. 3),

� for two consecutive extremum, rj � 1 < 0 and rj < 0 (element 1).

A0 6¼ 0, therefore the scheme sets up a zero order dispersive error at node xj,

� for a monotone function (rj � 1 P 0 and rj P 0) if rj � 1 and rj lie in different intervals In,

� for an isolated extremum at node xj � 1 (rj � 1 < 0 and rj > 0) since, in this case, qx 6¼ 0 and A0 6¼ 0.
5. Parametric analysis of the scheme

5.1. Convection of waves

We study the convection of a sharp gaussian profile and a smooth profile (dome shape) initially 20 cells

wide (Figs. 6 and 7). The grid mesh is constant and the Courant number Ccfl = 0.5. The Mach number is
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M = 0.1. Six different values of x are chosen with two further away from unity (x = 1.01, 1.3, 1.6, 2, 4 and

6). With the last two values, u is not completely included in the TVD-Sweby domain if conditions (11) and

(12) are not applied. The development of the numerical solution in function of time at a given control point

xc = 60 mm is analyzed. The study starts at t1 = 11700dt when scalar q begins to growth at xc and ends at

t2 = 12,500dt when q falls down to zero at the same point xc.
Fig. 4 presents the elements of Am activated by the algorithm during the time integration. When a

circle is filled in with value 16 for example, this means that element 16 of Am (Fig. 3) is activated. The

evolution of terms T1 and T2 during [t1,t2] at xc for the six values of x and for the sharp profile (the

variations of T1 and T2 are similar for the dome shape) are presented in the same figure. For x 6 2,

the order of activated elements are about the same but with x = 4 and x = 6 elements becomes much

more complex (particularly for x = 4). In Fig. 4, the values of T1 and T2 are not multiplied by the
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same constant for each x and we remark that T1, T2 and also X (defined in Proposition 3) grow when

x increases. For x 6 1.6, T2 P 0 when T1 < 0 and therefore, even when T1 < 0 the scheme is at least a

second order scheme. For x P 2, T2 = 0 when T1 < 0 and, in this case, the scheme becomes more and

more compressive and may even set up a dispersive error when the variations of T1 and T2 are not the

same along the first branch of the profile (11,700dt 6 t 6 12,100dt) and the second branch
(12,100dt 6 t 6 12,500dt). This behavior appears for x = 4 and is accentuated for x = 6. We have

drawn T(x) in Fig. 5. The region where the dissipative error is high is indicated (1 6 x 6 1.2). The

zones where the scheme becomes compressive (2.5 6 x 6 4) and where the dispersive error predomi-

nates (x > 4) are presented. The values of x which minimize T is x = 1.45 for the sharp profile and

x = 1.4 for the smooth profile.

The numerical solutions are plotted for different values ofx at t3 = 18,000dt (Figs. 6 and 7) for both profiles.
The profiles are sharper whenx increases (from 1 to 4).Withx = 6, the solution sets up instabilities due to the

predominance of dispersive error. Both extremum go on growing with the time (see the arrows in Fig. 6).
From this study, we deduce if the variations of u and p are weak, the optimal value of (x,j) are

(1.45, 1/3).
6. Extension to two species convection

Two species with different molecular weights are convected. The physical problem remains simple if we

study only the convection of these species but the mathematical resolution is more complicated than in the

previous example. We study the influence of the interpolated variables on the numerical solution.
6.1. Equation system

Velocity u (u > 0), pressure p, temperature T and the ratio of constant-pressure specific heat c are as-

sumed constant. The Euler equations are reduced to
ðq1Þt þ uðq1Þx ¼ 0; ð15Þ
ðq2Þt þ uðq2Þx ¼ 0: ð16Þ
6.2. Space discretization

The discrete form of Eqs. (15) and (16) depends on the choice of the interpolated variables at interface

jþ 1
2
. We have chosen two variable sets quite similar:

� the first one is named MUSCLfqig ¼ fu; p; T ; q1g
T
;

� the second one is called MUSCLfY ig ¼ fu; p; T ; Y 1gT, with Y 1 ¼ q1
q1þq2

.

6.2.1. MUSCL{qi}

This set uses one of the mass concentrations. With the MUSCL approach, we have uj + 1/2 = u, pj + 1/2

= p, Tj + 1/2 = T which are constant and only q1jþ1=2
varies. Therefore,
q2jþ1=2
¼ W 2

R

p
T
�
Rq1jþ1=2

W 1

� �
;

with R the universal gas constant.
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6.2.2. MUSCL{Yi}

This set uses one of the mass fractions. With the above, we again have uj + 1/2 = u, pj + 1/2 = p, Tj + 1/2 = T

which are constant and only Y 1jþ1=2
varies. We deduce
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Y 2jþ1=2
¼ 1� Y 1jþ1=2

;

q1jþ1=2
¼

C2Y 1jþ1=2

C21Y 1jþ1=2
þ 1

;

q2jþ1=2
¼

C1Y 2jþ1=2

C12Y 2jþ1=2
þ 1

;

ð17Þ
where C1 ¼ pW 1

RT ; C21 ¼ W 2

W 1
� 1; C2 ¼ pW 2

RT ; C12 ¼ W 1

W 2
� 1 are constant.

6.3. Equivalent system

6.3.1. MUSCL{qi}

With this set, the equivalent system is similar to Eq. (13) whatever the ratio of the molecular weights:
ðqiÞt þ uðqiÞx ¼
A0

4
uðqiÞx þ

Dx
8
uðA1 � 4cÞðqiÞxx þ

Dx2

24
uðA2 þ 4c2ÞðqiÞxxx þOðDx3Þ for i ¼ 1; 2:
The behavior of the solution will be identical to that of Eq. (13).

6.3.2. MUSCL{Yi}

With this interpolation set, the expression of the equivalent system becomes more complex because Y1 is

present in the numerator and the denominator of the expression (17). If we express the first and second

derivatives of q1,
ðq1Þx ¼
C2

ðC21Y 1 þ 1Þ2
ðY 1Þx;

ðq1Þxx ¼
C2

2
ðY 1Þxx �

2C21

C Y þ 1
ðY 1ÞxðY 1Þx

� �
;

ðC21Y 1 þ 1Þ 21 1
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an additional term in (q1)xx appears that is still present in the equivalent system:
Y
H

2

0.

0.

0.

0.

0.

0.

0.

0.

0.
ðqiÞt þ uðqiÞx ¼
A0

4
uðqiÞx þ

Dx
8
u eAiðqiÞxðqiÞx þ ½A1ðCjiY i þ 1Þ2 � 4c�ðqiÞxx
n o

þOðDx2Þ ð18Þ
with i = 1,2, eAi ¼ eAiðx;Ci;Cji; Y iÞ where j 6¼ i.

The expressions of the elements of eAi are relatively complicated. When the molecular weights are close,

terms eAi and Cji cancel and the equivalent system (18) is similar to Eq. (13). Therefore, the behavior of the

solution is the same as in the previous section. But, when the Wi are very different, these terms are not neg-

ligible anymore.

6.4. Results

We apply the analytical results to a convection at M = 0.1 of a sharp profile of the hydrogen mass frac-

tion Y1 (W1 = 2.016) in a surrounding oxygen flow (W2 = 32). With this shape of Y1, the profile of q1 = qY1

seems like a dome. The spot is initially 20 cells wide and is convected with Ccfl = 0.5. We have chosen x = 4.

In Fig. 8, the exact solution and the numerical solutions of Y1 and q1, with both sets of interpolated var-

iables, are examined after 50,000dt. With MUSCLfY ig, Y1 and q1 have lost their symmetric shape while with

MUSCLfqig, the profiles keep their symmetric shapes and the maximum value is better conserved. This dif-
ference seems to come from the different expressions of the equivalent system because terms eAi, which ap-

pear in (18), may have large values which greatly modify the error terms.
7. Time step criterion for a convection–diffusion equation

We have seen that a one step scheme has sufficient accuracy for a convection equation thanks to the

properties of the limiter in the expression of convective fluxes but this limiter is not present in the viscous
fluxes. In this case, what are the conditions so that a one step scheme applied to a convection–diffusion

equation still remains a second-order accurate scheme?
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Take again Eq. (2) where we introduce a diffusion term
qt þ uqx ¼ eqxx ð19Þ

with e = cst > 0. Let a time splitting method
qnþ2
j ¼ ð£PðdtÞ£HðdtÞÞqn

j ; ð20Þ

where £H and £P are the operators that solve the hyperbolic and parabolic parts of (19), respectively. Using

a forward-difference representation for the time derivative and a central-difference representation for the

second derivative, the equivalent equation for £P is
qnþ2
j � qnþ1

j

dt
� e

qnþ1
jþ1 � 2qnþ1

j þ qnþ1
j�1

Dx2
¼ qt � eqxx þ

e2

2
dt � e

12
Dx2

� �
qxxxx þ

e3

6
dt2qxxxxxx þ � � � : ð21Þ
The well-known condition of linear stability is dt 6 Dx2

2e . If we assume e � 1, we may neglect the last term of

the RHS of (21). To have a second-order approximation of (19) we introduce a more restrictive condition:

Proposition 4. If e � 1, (21) is a second-order approximation of the parabolic part of (19) if the magnitude of

the first-order error is weaker than the magnitude of the second-order error:
e2

2
dtqxxxx

���� ���� 6
e
12

Dx2qxxxx

��� ���:

With the L1-norm, for instance, this condition may be written dt 6 Dx2

6e . This condition is three times more

restrictive than the stability criterion.

Globally, to have a second-order approximation of (20), dt has to fulfill
dt 6 Min Ccfl
Dx

Max
j

ðjuj þ aÞ ;
Dx2

6e

0@ 1A:
An empirical study shows that the scheme (20) is stable for Ccfl 6 0.7.
8. Conservation equations for multicomponent reacting flows

Navier–Stokes equations are written, where subscript a (resp. b and c) represents the three space direc-

tions x, y and z:
ðV Þt þ ðf Þa ¼ S with

V ¼
qY i

qub
qE

264
375; f ¼

qY iua þ J i
a

quaub þ pdab � sab
Eua þ pdabub � ubsab þ Jh

a

264
375; S ¼

x�i
0

0

264
375;

sab ¼
2

3
�l� �j

� �
dab uc
� 	

c
� �l ðuaÞb þ ðubÞa

 �

;

J i
a ¼ qY iV di

a ; Jh
a ¼ ��kT a þ

XN
i¼1

hiJ i
a þRT

XN
i¼1

XN
j¼1

X jDT
i

W iDij
ðV di

a � V dj
a Þ;

V ða; 0Þ ¼ V 0ðaÞ; �1 < a < þ1; t P 0;

ð22Þ
where q, Yi, ua, p, T, E and H represent the density, the mass fraction of species i(i = 1, . . . ,N), the a-com-
ponent of the velocity, the static pressure, the temperature, the total energy and the total enthalpy. In this

paper, the third term (Dufour effects) of the RHS of Jh
a and the bulk viscosity of the mixture �j are neglected.
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To close this system, the equation of state, the total energy, the specific heat at constant pressure, the con-

servation of the mass are given by:
p ¼ qRT
XN
i¼1

Y i

W i
;

E ¼
XN
i¼1

hi0Y i þ
Z T

T 0

Y iCPiðsÞ ds
� �

� p
q
þ u2a

2
;

CP ¼
XN
i¼1

Y iCPi ;
XN
i¼1

Y i ¼ 1;
where hi0 and T0 are the heat and temperature formations for species i, CPi the specific heat at constant pres-

sure of species i and R the universal gas constant. x�i represent the production rates. The viscosity �l and the

thermal conductivity �k of the mixture are expressed as
�l ¼ 1

2

XN
i¼1

X ili þ
XN
i¼1

X i

li

 !�1
24 35;

�k ¼ 1

2

XN
i¼1

X iki þ
XN
i¼1

X i

ki

 !�1
24 35;
where li and ki are the viscosity and the thermal conductivity of the pure species i and
X i ¼
Y i
W iPN
j¼1

Y j

W j

:

The li and ki are obtained by a fourth-order polynomial in T.

Each CPi is determined by a continuous piecewise linear function in temperature based on JANAF

tables:
CPi ¼ aki T þ bki
with aki and bki constants on the interval of temperature Ik = [(k � 1)TD,kTD], k = 1,2,3, . . . and TD = 10 K.

When T 2 Im, enthalpy hi is expressed as
hi ¼ hi0 þ
Xm
k¼1

Z T k

T k�1

ðaki sþ bki Þ dsþ
Z T

Tm

ðami sþ bmi Þ ds ¼ hm
0

i0
þ
Z T

Tm

ðami sþ bmi Þ ds:
In the last interval Im, the linear evolution of CPi is replaced by a constant evolution CPi ¼ bmi because of the

double flux approach [3]. So as to keep the correct value of hi, the expression of bmi is given by
bmi ¼ ami
2
ðT þ T mÞ þ bmi :
Writing hmi0 ¼ hm
0

i0
� bmi T m and hm0 ¼

PN
i¼1h

m
i0
Y i, E is expressed as
E ¼hm0 þ
XN
i¼1

bmi Y iT � p
q
þ u2a

2

¼hm0 þ CpT � p
q
þ u2a

2

¼hm0 þ p
qðc� 1Þ þ

u2a
2
:
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Diffusion velocity V di
a of species i is represented by the expression
V di
a ¼ �Di

Y i
ðX iÞa þHi

ðT Þa
T

þ ðY i � X iÞ
ðpÞa
p

� �
; Di ¼

1� Y iP
j 6¼i

X j

Dij

Y i

X i

� �
: ð23Þ
A correction velocity
V cor
a ¼

Xj¼N

j¼1

Dj ðX jÞa þHj
ðT Þa
T

� ðY j � X jÞ
ðpÞa
p

� �

is added to the convecting field ua to ensure the compatibility of species and mass conservation equations.

Diffusion coefficient Di of species i into the mixture is obtained from the binary mass diffusion coefficients

Dij calculated from [8]
Dij ¼
Aij

N
T Bij ;

N ¼
Xi¼N

i¼1

qY i

W i
:

The thermal diffusion is activated when there are large differences between the atomic masses of the con-

stituent species (by instance for the hydrogen–oxygen combustion). Thermal diffusion rate Hi of species i

into the mixture is estimated from
Hi ¼
P

j 6¼iY jP
j 6¼iX j

X
j6¼i

hij with hij ¼ dT
ij

W j � W i

W j þ W i
X iX j:
Coefficients dT
ij are obtained from a tabulation [9].

A time-splitting method is used. The 3D finite difference operator is split into a product of simpler ex-

plicit operators:
V nþ2
j ¼ £H

dt
3

� �
£P

dt
3

� �
£S

dt
3

� �
£P

dt
3

� �
£H

dt
3

� �� �
V n

j ; ð24Þ
where £H, £P and £S are the operators associated with the hyperbolic, parabolic and source terms of the

Navier–Stokes (NS) equations. This splitting allows the different parts of the NS equations to be solved

with specific algorithms or specific hypotheses. The ‘‘double flux model’’ presented in [3] preserving pressure
and velocity across the contact discontinuities is used in £H. All the diffusion and dissipation terms (oper-

ator £P) are solved with a centered second-order scheme similar to scheme (21). The simulations have been

performed with a one step scheme (Euler�s scheme) for all the operators.

8.1. Chemical kinetics

A chemical reaction mechanism for H2–O2 flames involving nine species (H2, O2, H2O, H2O2, HO2, OH,

H, O, N2) and 19 elementary reactions is considered [10] (CHEMKIN interpreter input):
R1
 H2 + O2 ¢ 2OH
 1.7 · 1013
 0.
 47,780
R2
 H2 + OH ¢ H2O + H
 1.17 · 109
 1.3
 3626

R3
 H + O2 ¢ OH + O
 5.13 · 1016
 �0.816
 16,507
R4
 O + H2 ¢ OH + H
 1.8 · 1010
 1.0
 8826
R5
 H + O2 + M ¢ HO2 + M
 2.1 · 1018
 �1.0
 0
H2/3.3/O2/0./N2/0./H2O/21./
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R6
 H + 2O2 ¢ HO2 + O2
 6.7 · 1019
 �1.42
 0
R7
 H + O2 + N2 ¢ HO2 + N2
 6.7 · 1019
 �1.42
 0
R8
 OH + HO2 ¢ H2O + O2
 5.0 · 1013
 0
 1000

R9
 H + HO2 ¢ 2OH
 2.5 · 1014
 0
 1900
R10
 O + HO2 ¢ O2 + OH
 4.8 · 1013
 0
 1000
R11
 2OH ¢ O + H2O
 6.0 · 108
 1.3
 0
R12
 H2 + M ¢ H + H + M
 2.23 · 1012
 0.5
 92,600
H2/3./H/2./H2O/6./
R13
 O2 + M ¢ O + O + M
 1.85 · 1011
 0.5
 95,560
R14
 H + OH + M ¢ H2O + M
 7.5 · 1023
 �2.6
 0
H2O/20./

R15
 HO2 + H ¢ H2 + O2
 2.5 · 1013
 0.
 700
R16
 2HO2 ¢ H2O2 + O2
 2.0 · 1012
 0.
 0
R17
 H2O2 + M ¢ OH+OH+M
 1.3 · 1017
 0.
 45,500
R18
 H2O2 + H ¢ H2 + HO2
 1.6 · 1012
 0.
 3800
R19
 H2O2 + OH ¢ H2O + HO2
 1.0 · 1013
 0.
 1800
8.2. Time step criterion

The time step has to verify the following stability condition:
dt ¼ Minfdta; dtd ; dtcg
with (Courant criterion)
dta 6 Ccfl Min
a;j

Da
juaj þ a

� �
: ð25Þ
If Cp and Cv are assumed constant, the Fourier criterion may be expressed as [11,12]
dtd 6 Min Min
a;j

ðqCv

2�k
Da2Þ;Min

a;j

14qDa2

�l½8þ Da2ð 1

Db2
þ 1

Dc2Þ�

 !" #
; c 6¼ b 6¼ a:
dtc is the time associated with the chemical process. When the chemical reactions are activated, the variation

of some species during a time step are limited by empirical criteria. As in [9], we have chosen the following

conditions on species HO2 and H2O2:
jdY HO2
j 6 10�6; ð26Þ

jdY H2O2
j 6 10�7: ð27Þ
These constraints have to be verified at every grid point during dtc, otherwise dtc is divided by two and so

on, in order to have a reasonable variation of these species during dtc.
If we assume that Proposition 4 is still valid for the NS equations we may write

Proposition 5. Eq. (24) is a second-order approximation of (22) for £H and £P if
dt ¼ Min dta;
dtd
3

; dtc

� 

and

�k
qCp

� 1: ð28Þ
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9. Numerical examples

We have studied 1D flows (convection of non-reactive and reactive fronts), 2D flows (acoustic wave –

circular diffusion flame interaction, shock – hydrogen bubble interaction) and 3D flow (acoustic wave –

spherical diffusion flame interaction). 1D results have been compared with solutions obtained from a
DNS code [9] on the same grids and with identical time steps and initial conditions. This DNS code is a

finite difference code solving the fully compressible Navier–Stokes equations for reacting flows with detailed

chemistry and transport properties. Derivatives are computed using sixth-order centered explicit schemes.

The temporal integration is realized with a fourth-order Runge–Kutta algorithm. This code will be noted

RK4 in this paper and our approach RK1 because of the one step algorithm. In RK1, we adapt the limiter

to the flow field. We use the limiter defined in (9) and (10) for all the variables when the pressure fluctua-

tions are weak (Dp/p < 0.002) with j = 1/3 and x = 1.45. When Dp/p P 0.002, the utriad [2,3] is activated

except for the shocks where the first-order AUSM+ scheme (u = 0) is applied to avoid the overshoot
and the spurious oscillations behind the shock. For all the simulations, condition (28) is fulfilled. All the

gradients of (23) are taken into account except for the 1D diffusion flame simulation.

Results concerning the interaction between a shock and a circular hydrogen bubble and obtained with

RK1 are compared with results coming from an ENO finite difference scheme and a Chebyshev collocation

method [13] and also from a WENO and ACM-wavelet filter scheme [14].

9.1. 1D convection of an inert front H2–O2

For this first case, the Euler equations are solved. The front H2–O2 is convected with a constant velocity

u = 20 m/s in a uniform pressure field p = 1 atm. At t = 0, the front thickness is 0.7 mm. TH2
= 1000 K and

TO2
= 2000 K. The run parameters are set as: CFL = 0.5, Dx = 100 lm and dt � 210�8 s. We compare the

numerical and exact solutions of the hydrogen mass fraction at t = 410�4 s (Fig. 9(a)). The front is con-

vected with the correct velocity and remains smooth. The numerical diffusion is weak. To have a better

quantitative information about the numerical diffusion, we compare our simulation with the solution
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Fig. 9. 1D convection of an inert front; hydrogen mass fraction: (a) (1) – exact solution and (2) – numerical solution at t = 4 · 10�4 s;

(b) DNS solution at t = 0 and t = 4 · 10�4 s.



x(mm) x(mm)

T
(˚

K
)

T
(K

)
48 49 50 51 52 53 54 55

1000

1500

2000

1
2

1000

1500

2000

t = 0.

t = 4.10–4 s

4640 42 44

(a) (b)

Fig. 10. 1D convection of an inert front; temperature: (a) (1) – exact solution and (2) – numerical solution at t = 4 · 10�4 s; (b) DNS
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obtained from RK4. With this computation, numerical diffusion of the mass fractions and temperature

(Figs. 9(a) and 10(a)) of our approach can be compared at the same time with the molecular mass and ther-

mal diffusions of the front (Figs. 9(b) and 10(b)). The physical diffusions have spread the front on about 6

mm for the species and the temperature while the numerical diffusion has spread them on 1.5 mm. The

numerical diffusion of the proposed algorithm is clearly less than the physical diffusions. This conclusion

is also verified when the molecular weights are close to each other (O2 and N2 for example) and for very
different velocities (this case has been performed with 0.5 6 u 6 1800 m/s).
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9.2. 1D diffusion flame

In this simulation, we assume Lei = 1 and the barodiffusion and the Soret effects are not activated. The

length of the domain is L = 4 cm and mesh size Dx = 100 lm. Time step dt = 4.510�8 s. We compare our

approach with RK4. At t = 0, the simulations start with a diffusion zone spread over six cells around x = 2
cm. We take YH2

= 0.233 on the fuel side at T = 300K and YO2
= 0.233 at T = 1300 K on the oxidizer side.

The static pressure is uniform (p = 1 atm) and velocity u = 7 cm/s. The treatment at the boundaries relies on
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Fig. 13. Mass fraction of H2O, OH, O, H, HO2, H 2O2

for the premixed flame.
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NSCBC technique [15]. Both boundaries are assumed to be non-reflective outlet planes. Time step and max-

imum temperature versus time, obtained with both codes, are plotted in Fig. 11. The greatest difference on

Tmax is equal to 40 K at t � 4 · 10�3 s.

The temperature and the species at t = 10�2 s are drawn in Fig. 12 and the relative difference of the spe-

cies productions
R L
0
Y i dx, at this same time, between RK1 and RK4 are reported below:
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The shift of the profiles in Fig. 12 comes from a slight difference between the velocity fields during the com-

putations. The relative errors are acceptable. Only, the production of the radical H2O2 presents a significant

difference, mainly due to the beginning of an oscillating behavior of the RK4 solution near the value x = 24

mm.
9.3. 1D premixed flame

We investigate a H2/O2/N2 premixed flame. Fresh gases are in the left side of the domain (YH2
= 0.02621,

YO2
= 0.297, YN2

= 0.67679). At the left boundary, T = 800 K and u = 14.57 m/s. The initial pressure in the

field is p = 1 atm. The domain length and mesh size are L = 2 cm and Dx = 25 lm. Time step is fixed to

6 · 10�9 s. The burnt gases and the temperature near the flame front are plotted in Figs. 13 and 14 and

compared with the results obtained with RK4, at t = 6 · 10�4 s (=100,000dt). The curves are very close with
a spreading slightly more accentuated in the approach presented here (approximately 30 lm � Dx). The
difference of temperature in the burnt gases is 40 K between both simulations. Our results agree reasonably

well with that of RK4. With these last two computations where operator £P acts, the numerical diffusion of
the algorithms is clearly weaker than the physical diffusion.
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9.4. Planar acoustic wave interacting with a circular diffusion flame

The size of the square domain is L = 4 cm with 401 equidistant points in each direction for the grid mesh.

We compute the interaction of a circular diffusion flame with pure hydrogen at T = 300 K inside a bubble

surrounded by air at T = 1500 K at t = 0. The bubble is centered at (x = 21 mm, y = 20 mm) and its radius
(where the temperature of the flame is maximum) is 5 mm. The pressure is uniform and equal to 1 atm and

the velocity is null. A gaussian acoustic wave (positive pulse) moves in the domain across the x-direction.

The wavelength of this perturbation is short and equivalent to the thickness of the flame (�2 mm) at the

time where the interaction occurs. The maximum acoustic pressure and acoustic velocity are equal to 1750

Pa and 9 m/s. This would model situations observed for high-frequency combustion instabilities. Time step

dt = 6 · 10�9 s is driven by the chemical process. As in [16], we carry out two identical simulations, one with

and one without introducing the acoustic wave. The results are recorded at the same time and by a simple

difference between both results, we plot the influence of the acoustic wave/diffusion flame interaction. The
acoustic pressure distribution after the interaction is presented in Fig. 15. The result shows the different

waves that issue from the interaction (incident wave, diffracted wave, reflected waves) and the caustics at

t = 3.94 · 10�4 s. The two reflected waves, in spite of their weak amplitudes are well represented.
Fig. 15. Acoustic pressure at the end of the interaction between the circular diffusion flame and the thin acoustic wave.
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The simulation has been performed again with a thicker gaussian acoustic wave (�10 mm) which has the

same amplitude. The result is displayed in Fig. 16. The characteristics of the flow after the interaction are

not so visible because the wave is thicker than the flame. We have displayed, at the same time, the acoustic

pressure in different sections y = cst and compared the amplitude of the waves with the initial amplitude

(t = 0) for both cases (Fig. 17). We have an amplification near caustics (y = 9.3 mm for the shorter wave
length and y = 7.3 mm for the second wave) and a damping in the region y = 0.

9.5. Planar acoustic wave interacting with a spherical diffusion flame

The previous simulation is extended to 3D. The size of the parallelepiped domain is 1.8 cm · 1

cm · 1 cm in x-, y- and z-directions with Dx = Dy = Dz = 100 lm. A gaussian acoustic wave is intersect-

ing a spherical flame located at the center of the domain. In y- and z-directions, periodic conditions are

applied on the boundaries and NSCBC technique is used in x-direction. We present this interaction
when the wave has nearly crossed the flame at a time where the thicknesses of the flame and wave

are, respectively, 2 and 5 mm. Only the lower values of the acoustic pressure (�100 6 pacous 6 100

Pa) are drawn in Fig. 18 in order to have a good visualization of the reflected waves. The code repro-

duces well the spherical wave expansion. The dome shape of the diffracted wave is well reproduced too.
Fig. 16. Acoustic pressure at the end of the interaction between the circular diffusion flame and the thick acoustic wave.



Fig. 17. Acoustic pressure at different sections at t = 3.94 · 10�4 s; interaction of the flame with thin and thick waves.
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The time variation of heat release Hr ¼
R
v
ð
P

hix�iÞ (where V is the volume of the computational do-

main) is plotted for two different time intervals in Fig. 19. The first one [t1 = 6.1 · 10�5 s,

t2 = 7.6 · 10�5 s] corresponds with the moment where the variation of Tmax is very stiff and, at this
Fig. 18. Acoustic pressure at the end of the interaction between a spherical diffusion flame and the acoustic wave: (1) diffracted wave,

(2) extremities of the incident wave, (3) reflected waves.



G. Billet / Journal of Computational Physics 204 (2005) 319–352 345
time, the flame thickness is about 2 mm and the mean radius of the flame is 3 mm (Fig. 19(a)). During

the second period of time [t3 = 3.7 · 10�4 s, t4 = 3.9 · 10�4 s], Tmax reaches 2430 K and the radius of

the flame is about 5.2 mm. When wave and flame thicknesses are about the same, we only have an
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Fig. 19. Time variation of heat release rate: (left) at the start of the reactions; (right) when the chemical process is completely

developed.
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increase of Hr but, in the second case where the flame is thicker, the variation of Hr presents, at first, a

drop of the heat release followed by a growth (Fig. 19(b)). Globally, if we compute the relative increase

during each time interval
Fig. 20. Hydrogen mass fraction at t = 1.1 · 10�5 s (15 level contours plotted in the range 0.01–0.99).

Fig. 21. Hydrogen mass fraction at t = 1.46 · 10�5 s (21 level contours plotted in the range 0.005–0.99).
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Z t2

t1

Hrwaveþflame � Hrflame

Hrflame

� �
thin flame

dt ¼ 2� 10�3;Z t4

t3

Hrwaveþflame � Hrflame

Hrflame

� �
thick flame

dt ¼ 1:6� 10�3;
the wave contribution is higher in the emergence period of the flame than when the flame is completely

developed.

9.6. Planar shock interacting with a circular hydrogen bubble

At t = 6 · 10�6 s, a circular bubble of hydrogen centered at (xc,yc) = (12 mm, 0) and with radius r = 2.3
mm, moving downstream, interacts with a steady Mach 2 planar shock located at x = 7 mm. At this time,

we are still in the initiation phase of the chemical reactions. The size of the domain is 0 6 x 6 25 mm and

0 6 y 6 5 mm and the mesh size is Dx = Dy = 25 lm. A reflection boundary condition is applied at y = 0

and Neumann conditions at y = 5 mm. NSCBC conditions at x = 0 and x = 25 mm. Time step dt is driven
by the chemical reactions and the production criteria of species YHO2

and YH2O2
(conditions (26) and (27)).

During the computation, 10�11 s 6 dt 6 5 · 10�10 s. The hydrogen and air temperature in the undisturbed

region ahead of the shock is set to 1000 K with a pressure of 1 atm. For this simulation, the Reynolds num-

ber linked with the main vortex size is Revortex � 2800, the Damköhler number 0.1 6 Da 6 10,000 and the
Kolmogorov scale gk � 2:5 lm ¼ Dx

10
.

With this simulation the robustness of this method can be seen as, during the shock bubble interaction,

the ratio between the density in the bubble and the density in the air behind the shock goes over 50 on few

grid cells. All the computations use uniform Cartesian grid spacing as was done by Don and Quillen [13]

and Sjögreen and Yee [14]. The study of the flame structures with complex kinetics, multispecies transport

and thermodynamics in great detail requires very small grid mesh. Therefore, the dimensions of our com-

putational domain are smaller than those used in [13,14]. But qualitative comparisons are possible if the

number of grid points describing the deformation of the bubble is about the same. A space coordinates
change is done because in [13,14], the shock travels and the bubble is unmoved.
Fig. 22. Density contours at t = 2.3 · 10�5 s, (40 level contours in the range 0.05–1.2 kg/m3).
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In Figs. 20–22, we show the numerical solutions obtained with our method. From a similar grid mesh,

these figures may be compared with results obtained in [13] (Fig. 8 bottom, Fig. 9 bottom) for Fig. 20 and in

[13] (Fig. 10 bottom, Fig. 11 bottom and Fig. 12 middle) and [14] (Figs. 11(b), 12(b), 13(b) and 14(b)) for

Fig. 21. In Fig. 20, as in [13], a jet of air begins penetrating the bubble and is wound round the vortex which

sets up at this location. Just below this vortex, we have a second weaker vortex that rolls up the interface. In
[13], and particularly with the pseudospectral method, a deformation of the interface in this region may be

seen but the presence of this vortex is not as visible as in our simulation, may be because in our simulation
Fig. 23. Heat release rate at different times: (a) t = 9.2 · 10�6 s, (b) t = 1.66 · 10�5 s, (c) t = 1.98 · 10�5 s, (d) t = 3.42 · 10�5 s.
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the shock is spread over one or two cells only. This stiffness sets up very strong pressure gradients and con-

sequently, more intense peaks of vorticity than in [13,14] where the shock seems thicker. Fig. 21 shows the

air jet that is now in the back side of the bubble. The ‘‘mushroom’’ shape roll-up of the air can be seen

clearly and our result is very similar with the results obtained by the pseudospectral approach used in

[13]. TVD66-RK4, WENO5-RK4 and ENO3-RK3 are too diffusive and the mushroom shape does not ap-
pear. Only ACM66-RK4 [14] captures this phenomenon due to the presence of two vortices (a main vortex

with a very strong intensity and a secondary vortex less intense). The finger located in the lower zone of the

structure contains a heavy mixture that penetrates in the lighter gas because of the presence of a secondary

vortex in this region. As in the pseudospectral approach, our method restores well this feature.

At last, the density is presented in Fig. 22 and may be compared with the contour plots of density drawn

by Don and Quillen at t = 120 ls (Figs. 6 and 7 in [13]). At this time, the shape of the interface is still very

similar with that presented by Don and Quillen. Particularly, our simulation captures the jets of heavy flow

into the bubble (represented by arrows) as the pseudospectral does.
In conclusion, our scheme describes the phenomena as well as the pseudospectral method and without

having recourse to post-processing. If we study the results presented in [14] with a similar grid mesh, we see

that only ACM66-RK4 is able to reproduce the same flow pattern.

With Fig. 23, we come back to the normal coordinates system. Fig. 23 shows the heat release rate at four

instants. At t = 9.2 · 10�6 s, we see that the reactions start in the region where the vorticity is highest. At

t = 1.66 · 10�5 s, the reactions appear along the interface and in the finger which penetrates in the bubble.

The maximum value of the heat release rate is reached around this time. At t = 1.98 · 10�5 s, the flame has a

complex shape due to the action of several vortices and at the last time, t = 3.42 · 10�5 s, the main vortex
has absorbed the other vortices. The bubble moves as a solid body and the flame is located around the

vortex.

Fig. 24 presents the time variation of Hr when the bubble moves in an uniform flow and when it crosses

the shock. The presence of the shock involves a much shorter induction time, a much higher maximum

value of Hr and globally the heat release is more important than when the flame is in an uniform flow.
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Fig. 24. Hr with and without shock interaction.
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Production rates x�i are displayed on Fig. 25. If we compared these variations with their variations when the

flame is unperturbed, we remark great differences. A strong increase may be observed at t = 1.2 · 10�5 s due

to the rapid set up of reactions in the left braid of the structure where the thickness of hydrogen bubble is

very thin. After, the flame propagates along all the interface (Fig. 23(b)). During this phase, the reactions

are less intense in the braid and the x�i decrease during a short time and enhance again when the flame has
completely wrapped the bubble at t = 1.66 · 10�5 s (Fig. 23(b)). Then, the production rates decrease but a

plateau appears after t = 1.98 · 10�5 s because some reactions are reactivated thanks to vortex actions. The

increase of the mixing due to the vortices (Fig. 23(c)) is visible on the production rates of O and OH which
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growth between 2 · 10�6 s and 3 · 10�6 s. After this time, the flame rotates around the vortex (Fig. 23(d))

and the production rate behavior becomes more steady.
10. Computational cost

The computations presented here have been performed on a NEC SX-5. The code has been vectorized

and reaches 2.8 Gflops. For one processor, the CPU seconds per time step and per grid mesh is about

3 · 10�6 s to solve 14 equations (3D computations) with all the transport coefficients. In cycle (24), oper-

ators £H £P, and £S consume, respectively, about 35%, 45% and 20% of the computational time. The most

consuming subroutine is the computation of the diffusion velocities (30%). Each processor may realize a

computation with a 2 · 106 grid mesh size.
11. Conclusion

In [2], we proposed an approach based on adaptive limiters associated with AUSM+ splitting when the

velocity and pressure fields present strong fluctuations. We completed this approach with a double flux

method which preserves the pressure and the velocity across the contact discontinuities [3] for the reactive

flows. In this paper, we have determined the values of the parameters j and x which allows to minimize the

lower error terms of the scheme when the velocity and pressure fields are nearly constant.
We have applied this approach with a one step scheme on 1D, 2D and 3D unsteady reactive flows. When

it was possible, the results have been compared with those of high-order methods. These comparisons show

that our approach is stable (for Ccfl 6 0.7), sufficiently accurate and is definitely less expensive compared

with others methods. The domain of research is enlarged since we may simulate detailed reactive phenom-

ena where high speed flows keep close to low speed flows.

A paper describing in detail the shock–diffusion flame interaction and the ensuing interaction between

vortices and diffusion flame is in preparation. Two different cases will be studied. First, when the shock hits

the bubble before the reactive process start (as in the case presented here) and secondly, when the shock
goes through the bubble during the reactive process. The effects due to the thermodiffusion, the barodiffu-

sion and the bulk viscosity will be studied.
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